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Abstract. This article analyses aspects related to the implementation of advanced
technology systems in Public Administration, taking into account the scope of
action of its entities and services, as well as its main distinction with the private
sector, which lies in the pursuit of the public interest, understood as justification
for the execution of public policies, but also in the broader scope of the human
development index. The difficulties and resistance to the adoption and use of
technology in Public Administrationwill be examined, also in the light of practical
situations whose implementation proved to be inadequate, resulting in the analysis
of ideas for the future. We approach the evolution of public management models
that are emerging through the action of technology. We prepare the ground for
machine ethics in Public Administration by framing ethics in public services in
general terms, with reference to AI systems designed in line with mainstream
ethics. Of the various ethical issues that arise in this domain, we pay attention to
the issue of privacy and the balance that needs to be achieved so that the use of
data can contribute to ethical, beneficial and reliable technologies.We sound alerts
in the field of discrimination and prejudice that the bias of technology can show.
The explainability and transparency of technological systems provide confidence
to decision-makers and citizens, helping to clarify responsibilities in the decisions
of Public Administration agents, and the researchers working for them .

Keywords: Ethics · Advanced Technology · Public Administration

1 Introduction

In this article we list some Public Administration (PA) definitions that allow delimiting
the field of action of public services and entities [1, 2], which, due to the breadth of
areas in which they operate, can be the main buyer of technology, without neglecting the
regulatory functions that the PA is responsible for ensuring. The theoretical framework
is complemented by data from interviews carried out in other academic investigations.
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The public interest is the main distinguishing factor of PA vis-à-vis the private
sector, whose main objective is to achieve economic benefits, which can justify the
search for non-profit technologies, in favour of benefits and improvement of the human
development index.

We frame the adoption of technology by public bodies and services by studying two
well reported known cases: both regarding the implementation of fraud risk assessment
systems in granting social support, in the Netherlands and in the United States [3].
Although with operational distinctions, beneficiaries are penalised by having subsidies
refused in spite of the absence of grounds, and by the inability of the systems to provide
the reasons for the refusals, so that the latter cannot be contested.

Technology is also causing an evolution in public management models of PA enti-
ties and services, with the emergence of new paradigms, closer to citizens through the
technological systems that assist them in carrying out tasks and implementing public
policies [4, 5].

Themachine ethics approach will be preceded by the theoretical framework of ethics
in PA, as a necessary condition to prepare an environment conducive to ethical principles
that indicate solutions to questions and problems that may arise from the implementation
of technology in general.

The process of conceiving, adopting and using technologies is analysed, in an attempt
to identify facilitating conditions in terms of the research and organisational culture,
leadership, plus the advantages that technology can bring to public services and entities
in terms of effectiveness, efficiency, transparency, and trust of citizens.

Privacy is one of the key points for citizens to trust the technological solutions that
support PA bodies, without neglecting the need to find a balance between data protection
and necessary concessions that allow progress, facilitate security, or contribute to public
health [6].

Discrimination caused by technology arising from technological solutions that give
continuity to prejudices present in society, due to the use of non-representative, inaccurate
or simply wrong training data, is also mentioned [7]. Examples are presented of systems
for evaluating the risk of recidivism in criminal activity used by USA judges in the
decision to grant parole, which penalise citizens of African origin.

The question of the explainability of technological solutions is analysed from a dual
perspective, in terms of the information that citizens have the right to obtain on issues
they raise before the PA, but also in terms of attributing responsibilities to service agents
and public entities [8].

2 Public Administration, Public Interest and Human Development

The expression “Public Administration” (PA) can be understood according to two dif-
ferent meanings: (i) regarding the mode of organisation with the characteristics and
specificities of the institutions that comprise it, with a view to achieving the public inter-
est, in compliance with the law and rights, and (ii) regarding organisational action, object
of study in the sociology of organisations [1].

Several versions of the PA definition were compiled by [9], with the aim of listing the
PA concepts that many conceived to demonstrate the scope and nature of the discipline



226 A. da Costa Alexandre and L. M. Pereira

of PA. The perception of the concept of PA is important, from the outset, to reach the
meaning of the word “administration” as an effort that requires cooperation from the
intervening parties in the pursuit of a common objective. The PA participates in the
organisation of public policies and government programs [9].

According to [2] it is easy to define PA if one is satisfied with a simplistic definition.
In that case, it will be the government in action managing public affairs and imple-
menting public policies, in a public context—without which the PA does not exist—,
plus affirming its role in the execution of governmental activity. These authors highlight
the decisive role of the PA in the implementation of the public interest, defining it as
the “universal label” that involves public policies and their various execution programs.
The public interest is generally considered an asset by the community. However, less
simplistically, it can be used both to promote public policies that represent an effec-
tive common good, and to obscure other policies whose acceptance by the community
is not so evident. Walter Lippmann, cited by [2] affirmed “the public interest may be
presumed to be what humans would choose if they saw clearly, thought rationally, and
acted disinterestedly and benevolently” [10].

Haeberlin andComim [11] refer that [12] considered that the replacement of religious
beliefs, as a principle of government, with “belief in the public interest” was at the
origin of the construction of modern societies. These authors defend the insufficiency
of a legal approach stricto sensu of public interest, advocating a broader approach that
contemplates human development.

Sen [13] in his studies on ethics and economics, argues that the criterion of utility
should be replaced by the notion of substantive freedoms, considering the autonomy of
free choice and the real conditions of a life that makes sense to value it. This author
influenced the first United Nations document on human development.

The Human Development Index (HDI) has been established since 1990, viz. in [14])
issued by the United Nations Development Program (UNDP). In the various develop-
ments it has undergone, it takes on the role of contributing to correction of distortions in
the model proposed by the HDI, in what concerns the role of poverty and of inequalities
in development.

According to [15] “human development can provide the possibility of longer, health-
ier, and more creative lives, achieving goals that humans value, with commitments that
shape development with a view to equality and sustainability of the planet we share.”

3 Technologies and Public Administration

Digitization processes tend to replace existing processes by altering state governance
and labour relations, intensifying development tensions, as a result of the growing trend
to implement Artificial Intelligence (AI) [16].

Giest and Klievink [3] understand that because of digitization and the increasing use
of systems based on algorithms and data processing, a new service provision regime is
being created. Technologies such as AI alter technical fields, communication channels,
decision-making functions andmechanisms, aswell as their levels of intervention control
[17] and the ethics thereof.

Giest and Klievink [3] studied the case of the State of Michigan where the Auto-
mated Fraud Detection System (MiDAS) was implemented, and the Dutch Childcare
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Allowance case. In the US, the implementation of the AI system led to about a third of
the Unemployment Agency staff being laid off. In the Dutch case, incremental changes
affected the structure of the organisation, along with radical changes in the work of
bureaucrats that had led to wrong decisions in the Dutch childcare subsidy.

Based on these observations, we see new organisational structures and human
resource coordination in both of these two use cases, definable as administrative process
innovation. In Michigan, we also see a conceptual overall breakthrough where there’s
a new way to approach the problem of fraud, through an AI system that can handle the
process more accurately, faster, and more effectively than a human being. These obser-
vations speak of a more radical innovation in the latter case, and of only successive and
incremental innovations in the Dutch case. This is in line with research that emphasises
how the implementation of information technologies in public sector organisations is a
complicated process and where change emerges incrementally [18], cited by [3].

In such scenarios, some envision new bureaucratic roles that correspond to digital
processes. Bovens and Zouridis [19] suggest that there will be three groups of employ-
ees: (1) in the data processing process, such as system designers, lawyers, and system
analysts; (2) managers in control of the production process; and (3) the “interfaces”
between citizens and the information system, in the help desk, and also lawyers who
deal with complaints. System designers, public policy implementers, and IT specialists
are the new equivalents of bureaucrats [19]. However, some bureaucrats will be needed
in the implementation of public policies and decision-making [20], and the ethical con-
cerns involved. Thus, algorithms will just be additional decision support tools rather
than becoming autonomous agents on their own, with their own ethics.

TheMichigan Integrated Data Automated System (MiDAS) [3] has also been widely
discussed not only in themedia but also in legal proceedings, such as a class action lawsuit
and Auditor General Reports, and new legislation has been passed to accommodate
changes in the way Michigan Unemployment deals with MiDAS regarding claims of
fraud.

3.1 Michigan Automated Integrated Data System (MiDAS)

In the USA, in the State of Michigan, data mining techniques were implemented for the
automatic detection of program fraud in support related to food stamps and unemploy-
ment benefits, with the aim of reducing operating costs and targeting fraud in insurance
claims, the so-called Michigan Integrated Data Automated System (MiDAS). This sys-
tem in a fully automated way identified 48,000 fraud claims of unemployment benefit
recipients—a five-fold increase over the previous system [21]. Some Michigan resi-
dents on food assistance, for example, were automatically disqualified by the system
[22]. Automatic fraud determinations also occurred if recipients did not respond to the
questionnaire within 10 days or if the MiDAS system automatically considered their
responses unsatisfactory [22]. Claims from beneficiaries were systematically denied by
the system, which failed to provide evidence to support MiDAS’ accusations of fraud
[23]. This system was presented by [3] to highlight its flaws on detecting fraud in the
referred support claims.

Therefore, both cases are very similar regarding the objectives linked to the imple-
mentation of both AI systems, which is to streamline the process – making it more
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efficient and cost-effective – and to identify fraud more reliably. But, in the case of
Michigan, this objective goes a step further by pointing to very limited or even non-
existent human intervention in the process, to the point of dismissing employees for
specific tasks and replacing them with an automated decision-making system, resulting
in major changes in the way bureaucratic work is defined [3].

3.2 Dutch Childcare Subsidy Fraud Evaluator Algorithm

The Dutch Childcare Allowance case was widely publicised in the media and exten-
sively documented and reviewed by supervisory bodies: the Data Protection Authority,
the Auditor General, and the Dutch Parliament. This system was aimed at classifying
the risk of systematic fraud, based on an algorithm that was fed with examples of correct
and incorrect applications in order to learn how to ‘recognize’ those that pose a risk
of fraud. This innovative system sought efficiency, but also with the political objective
of repressing fraud. There was a strong organisational incentive to rapidly detect fraud,
which, counterproductively, provided a disincentive to look critically at system results.
It was set up in a hurry and the procedures, its work instructions poorly adjusted, and
with little specialisation at various levels, to cite civil servants who worked at the agency.
The focus on efficiency and effectiveness in combating fraud was not accompanied by
an adequate organisational structure [3, 24]. As a consequence, the Dutch tax authorities
used algorithms that wrongly identified fraud in the attribution of support for access to
day care centres. The alleged offenders, several with an immigration background, were
summoned regarding the financial support, which caused great financial and psycholog-
ical difficulties for the families involved. The data protection authority would come to
conclude that the data processing used by the AI system was discriminatory [3].

3.3 Public Management Technologies and Models

New Public Management (NPM) began in the 1980s in OECD countries, due to the
realisation that Public Administrations represented an excessive burden and a tendency
towards inefficiency. This model seeks to reverse the trend towards an increase in the
number of workers controlling public expenditure, resorting to private services to carry
out public functions that do not collide with the social function of the State. It also
promotes automation, via information technologies [25]. According to [4] this model of
public management is closely associated with ideas of the managerial style of the private
sector, a strong orientation towards customer service, and the use of less hierarchical
organisational control mechanisms. This paradigm is characterised by three character-
istics, namely: disaggregation by dividing the hierarchies of large public organisations;
competition allowing for multiple forms of provision developed between suppliers, and
incentive characterised by specific pecuniary performance incentives for personnel.

Ojo et al. [4] refer to threemain successors forNPM:DigitalAgeGovernance (DAG),
Public Value Management (PVM), and New Public Governance (NPG), all with a com-
mon aspect – the centrality of digital technologies. DAG highlights the influence and
impact of information and digital technology developments on public sector manage-
ment, with emphasis on 1) transparency; 2) the use of platforms to transmit information;
and 3) creation of service shared centres. Within the scope of transparency, open access
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to information in a specific area or program of public interest is promoted (the so-called
targeted transparency). The digital platform aims to increase citizen engagement by fos-
tering civic participation, better engaging citizens to crowdsource ideas about policies
and programs, plus openingmore channels for citizens to voice their opinions about gov-
ernment services and programs. Shared services seek to achieve greater effectiveness
and efficiency [4, 5].

PVM has as its paradigm the achievement of public value, attained by deliberation
of citizens’ representatives and government staff, surpassing the sum of individual pref-
erences of public service users. It is based on a strategy aimed at creating public value.
It seeks the use of real-time data to protect entities and services, favouring autonomy
and entrepreneurship, and values innovation through creativity and out-of-the-box ideas.
The PVM seeks through political management to ensure legitimacy in the assumption
of value propositions. It resorts to social networks to stimulate opportunities of public
value; it also seeks the realisation of politically empowered citizenship; plus seeks to
learn across multiple levels and audiences, cultivating a broader vision of well-being for
all [4, 26].

The NPG public management model is based on institutional and network theory
[27].NPG is achieved throughnetworking and collaboration, public-private partnerships,
and citizen involvement in public decision-making. Co-production/co-creation with cit-
izens is fostered by collaboration in networks. In public-private partnerships (PPP),
both sectors share risks and resources to achieve value. Through PPP innovation is also
attained, given the different origins of the partners. A summary of the characteristics of
paradigms subsequent to New Public Management (NPM) is found in [27].

Disruptive digital technologies such as AI are enacted in public management models
associated with the era of digital government and public value management. We found
no case where AI was deployed in the context of NPG. This may be due to the nature of
AI solutions currently being deployed [4].

The European Law Institute (ELI) conceived the “Model Rules on Impact Assess-
ment of Algorithmic Decision-Making Systems Used by Public Administration” [28],
considering that PA is confronted with specific challenges resulting from the imple-
mentation of AI algorithmic decision-making systems and machine learning. Use of
these techniques poses specific problems relating to the principle of good administra-
tion. Furthermore, issues such as transparency, accountability, compliance, and non-
discrimination are particularly relevant in the context of PA. This European project led
to the development of such ELI Model Rules [28]. Although inspired to some extent
by EU legislation, it is compatible not only with existing EU legislation but also with
draft legal provisions, the ELI Model Rules have been designed in such a way as not to
depend on EU law. In this sense, they can serve as inspiration for national legislators
(even outside the EU), for governments and PA. Algorithmic decision making can be
approached in several ways. The central idea behind the Model Rules [28] is an impact
assessment, adopting an approach that distinguishes between high-risk systems that war-
rant an impact assessment (in its Annex 1) and low-risk systems (in its Annex 2) where
such an assessment is not warranted, and even systems that cannot be easily classified
ex ante as belonging to Annex 1 or Annex 2, in which case a risk assessment will be
made if screening reveals that the system poses at least a substantial risk [28].
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3.4 Public Administration and Technology Adoption

Acrucial role is reserved for thePA in the adoption ofAI, considering its double condition
as a user of the enormous potential of these technologies, but also with regulatory
functions ofAI, defining procedures, rules and competences, and particularlywith regard
to theEthics ofAI, establishing theminimumconditions for the private sector and citizens
to deploy and use it in accordancewith ethical requirements, but this is still lacking, hence
our call to attention. EU Member States have given greater emphasis to the regulatory
role of PA or, at best, to a facilitating role, that is, as the entity that defines the basic
conditions for the ethical use of AI by private entities and citizens, but not by the PA
itself. PA’s role of “first buyer” [29] and direct beneficiary of AI is somewhat neglected.
Most AI literature views the government as a regulator. Discussion of the role of PA
from the point of view of an AI user is scarce, although PA is increasingly becoming a
significant user of AI [30]. [31] refers it is essential that this issue be taken onwith greater
accuracy, considering the various areas in which PA operates, from health to education,
and other areas with a wide range of services and entities that represent an essential
market for AI, not only as buyers, but as well as disseminators of these technologies in
the economic and social sectors. In this regard, [32] understands that PA will be the area
where the opportunities and challenges of AI will constitute a priority on the agenda,
with repercussions felt by those administered. In the opinion of [29], the key to success
is to gain the trust of users in the processing of their data. To reach this opinion, overall,
686 AI use cases in the public sector were collected and analysed as reported in [33, 34].

The adoption of AI in PA procedures has the potential to bring greater efficiency
and effectiveness in the provision of services to companies and citizens, increasing
the level of satisfaction and confidence in the quality of the public service [4, 29].
The main applications of AI in this context include process automation, virtual agents
and speech analytics, predictive analytics for decision making, sentiment analysis, and
document review [4, 35]. Madan and Ashok [36] highlighted two specific technologies:
machine learning (ML) and natural language processing (NLP), considering that these
two technologies characterise most AI applications in PA, with reference to the cross-
case analysis of [36] and to the AI case study archive of the European Commission and
Joint Research Centre.

In this perspective, PA can also be seen in its distinctive aspects to the viewpoint of
the private sector. For the pursuit of public interest differs from the profit motive that
presides over private entities. In the study and implementation of PA AI systems they
must not just aim at economic benefits, in accord with what was previously exposed
concerning the pursuit of the public interest, and its human development perspective.

4 Ethics in Public Administration

The functional environment of public organisations is dynamic, full of unpredictable
and ambiguous international events, changes in power, domestic policy challenges, and
technological changes that affect the functioning of PA entities. Currently, workers in
public functions increasingly work in a world characterised by volatility, uncertainty,
complexity, and ambiguity, resulting in multifaceted and contradictory requests that can
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configure dilemmatic situations [37]. In this scenario, values, integrity, conduct and
ethics can motivate and support state agents.

Quotes [38]: “Savater [39] assumes that ethics is a kind of moral synthesis. An
imagined ideal of collective existence, a social community with a united and coherent
character.” Ethics is thus a natural concern in the discussion about the real role of PA
decision-makers in exercising the discretion of the powers entrusted to them, as well
as in the pursuit of the public interest by holders of political office [40] and striving to
ensure that algorithms respect and embody such ethics [41].

Interest in ethics in PA has been increasing with the introduction of the principles
of NPM [25] in public sector bodies and services [1, 42, 43], because of the adoption
of notions such as efficiency, obtained results, and economy, sparse in ethical content
and conducive to pressures in the public service, causing doubts/confusion about the
application of ethical standards. In this way, it is important to question why these ends,
also implying a reflection on the means and relationships that are established within
entities [44]. The importance of ethics is revealed, from the outset, by the vision and
perception of the reason for being of PA and how its action should be undertaken in
terms of demands and adaptation to change. The existence of a current crisis of values is
often mentioned in different environments and contexts. Indeed, the aim of a civilization
of lightness means all but living lightly, at present. Although the weight of social norms
has lightened, life feels heavier. In unemployment, precariousness, instability in couples,
and duration of overwork [45].

Lipovetsky [45] highlights the importance of ethical values and ideas, realising that
despite the findings of extreme individualism, we are not located at the zero degree of
values. The sense of moral indignation has by no means been eradicated, as our societies
reiterate a stable core of shared values: human rights, honesty, respect for children and
rejection of violence and cruelty. Although it refers to the inconsideration of sacrifice in
the old-fashioned way, it does not mean the disappearance of the spirit of responsibility
and solidarity.

It is in a context that considers ethics in public entities within a general scope that the
ethical issues of AI can bemore accurately framed. Notwithstanding that their specificity
might be seen from an autonomous perspective, the ethical tools that already exist in
PA, or that may come to be contrived, will facilitate the dissemination and application
of this new burgeoning area of ethics [6].

5 The Ethics of the Machine

In the framework of ethical issues in AI systems for PA, it is important to summarise
the ethics of the machine in general terms to outline possible adaptations to the public
sector. The ethics of the machine, an expression coined by [46], has as its main objective
to conceive a machine oriented with compatible ethical principles in the scope of the
decisions it takes and on the possible consequences of its action. Fundamental human
rights complemented with codes of ethics are considered capable of mitigating the risk
of AI to evolve in an opposite direction to human values, by identifying risks, priori-
ties, vulnerabilities [41, 47–51]. The Universal Declaration of Human Rights (UDHR),
although not binding, is part of the legal system of democratic states.
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For [52] transmitting ethics to robots by observing humans faces a prior complica-
tion—the human difficulty in determining which human attitudes collide with ethical
principles, and how to resolve our contradictions. The greatest benefit may lie not in
what we teach the machines, but in what we learn from teaching them. [41, 50, 51] also
mention the difficulty of the lack of a universal ethics. On the other hand, our moral
conduct is essentially instinctive and only in more complex situations it is necessary to
think about right or wrong in terms of specific difficulties or discomfort.

The issues of weaponry in general which uses AI and the dangers arising therefrom
with ever more powerful and more efficient weapons are dealt with in some detail by
[53], who warn of the central paradox that the greater the digital capacity of a society,
the more vulnerable it becomes. Computers, communications systems, financial mar-
kets, electricity networks (and the digital command and control systems they depend
on)—even the functioning of the democratic system—involve systems that are, to vary-
ing degrees, vulnerable to manipulation or cyberattack. In a conflict situation, the most
extreme form of protection may involve cutting the network connections, taking the sys-
tems offline. Disconnection could become the ultimate form of defence. Consequently,
ethical principles need to be considered for addressing issues and situations that the law
still has difficulty in resolving.

The existence of areas of absence of legality; the tendency towards the universality
of ethical postulates; the anticipation of legislators’ responses; the assistance given to the
interpretation of legal rules; the capacity to integrate loopholes in the law; the increased
efficiency of bonds arising from voluntary adoption—are some of the foundations that
support permanent ethical intervention [54].

Bostrom and Yudkowsky [55] warn of the necessary care with applied ethics in
contexts that are very different from those of the human condition. Common normative
precepts are subject to conditioning in the face of different empirical conditions, and it
is also important to consider whether these precepts are suitable for future hypothetical
cases in which their preconditions might be considered invalid.

What is relevant is that an agent, when faced with a problem, can have the ability
to generate hypotheses and choose the solution that seems most appropriate to him/her,
through a causality supported by their experiential memory, by previous decisions, and
by accumulated preferences [41].

Hagendorff [56] and Jobin et al. [57] selected documents with references to ethical
principles and guidelines in the field of AI, in the public and private sectors, immediately
indicating that the ethical challenges of AI are transversal to society. These authors listed
the main ethical issues they identified in their research: transparency; justice and equity;
non-maleficence; non-discrimination; responsibility; and privacy, are the dominant ones.
Jobin et al. [57] emphasise that the principle of transparency prevails with approaches
related to explainability and interpretability, with a main focus on the use of data, the
human interaction with automated decisions, as well as data system applications. Trans-
parency is presented as a method to minimise harm, but also as a factor that fosters trust,
as well as a promoter of freedom and autonomy. The above references have been the
object of criticism that considers transparency as a pro-ethical principle, a condition that
can affect or harm other practices or ethical principles, namely set forth by [58].
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5.1 Contributions of Ethical Perspectives in the Implementation of AI Systems

In an investigation at Instituto Superior Técnico, University of Lisbon, utilitarian ethics
were examined, and general egalitarianism found questionable in an AI system that does
not confer a main advantage to its owner. It was found that either AI offers an individual
advantage to the owner, or it will not be adopted. The consequent lack of interest in its
purchase will have negative effects on production, restricting research and development
[59]. Hence there is an onus to incorporate in AI systems ethical values proximate to
their owners, though without disregarding general social values.

In this respect, the ideas of Rawls [60] have been defended for the field of AI, for
example by [61]: “A Theory of Justice could help explore known problems of data bias,
injustice, liability and privacy, in relation to machine learning and AI applications in
government.” [62], in his approach to the ethics of AI, considers that in Rawls’s concep-
tion of justice, the veil of ignorance can be replaced by a much more natural condition
of prudent selfishness in a finite world. The American contractualist Rawls is also cited
by [63] in reference to a new social contract with the intervention of algorithms. Leben
[64] describes a Rawlsian algorithm as an alternative to a utilitarian solution, which
will assess the probability of survival for each person in an autonomous vehicle, for
each action, calculating which action would obtain agreement starting from an original
position with fair negotiation. Rawls [60] is also mentioned, for example, at the Euro-
pean Union level regarding the need to use AI in decision-making which can overcome
human judgement. It is questionable whether a human will still contribute to a stronger
protection of data subjects, or whether the better performance of machines even regard-
ing the political and legal values at stake; for example, guaranteeing fair equality of
opportunities, as defended by [60], thereby making human intervention redundant or
dysfunctional [65].

Rule-based ethical theories, such as the Kantian one [66], are considered promising
for machine ethics due to the structure of their judgments. According to a formalist
interpretation of Kant’s categorical imperative—“Act as if the maxim of your action
should become, by your will, a universal law of nature” [66] —a machine might, for
example, place prospective actions on top of traditional maxims (forbidden, permitted,
obligatory), in the top-down approaches to the development of programming agents in
which Kant’s utilitarian ethics and deontological ethics are likely to be applied [65].

The principle of responsibility theorised by Hans Jonas was at the origin of the
construction of a new understanding regarding the ethical aspects resulting from the
position technology assumes in society. He considered responsibility as a basic ethical
principle of human action, given the issues raised by technology, defending how the
theory of responsibility can be seen as an ethics par excellence [67]. This author refers
to an imperative for the new technological types of human action, that addresses the new
type of object of action. Jonas [67] states: “Act in such a way that the effects of your
action are compatible with the permanence of an authentically human life in society on
Earth.”The new imperative is addressed to public policy, as opposed toKant’s categorical
imperative being addressed to the individual subject [67]. Alexandre [6] found that such
Jonas’s principle of responsibility is still not accepted within the scope of machine
ethics. However, it seems to us this gap may be filled in the near future, as a result of his
intergenerational approach, which is concerned with the legacy for the next generations.
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6 European Union: An “Engine” of AI Ethics

The European Union (EU) has been looking for foundations for the implementation of
an ethical AI, publishing several documents that justify an analysis not only for their
pioneering spirit, but also for the repercussions that it may have in European countries.
The EU’s concerns with ethical aspects and fundamental human rights are evident,
namely in the promotion of a human-centred AI defending human values as an “engine”
of development and economic and social progress, seeking in particular to mitigate
existing inequalities.

Alexandre and Pereira [68] have addressed the main documents produced by the
European Union highlighting ethical concerns with the implementation of AI in PA. Of
the documents analysed by these authors, we highlight three:

– In 2019, the High-Level Expert Group on Artificial Intelligence (AI HLEG), which
was appointed by the European Commission [69], released the Ethical Guidelines for a
TrustedAI, the first institutional document emphasising at planetary scale the importance
of ethics in the development and implementation of AI. In this document, PA was also
considered a beneficiary of improvements that AI systems present to the efficiency of
public services, in their provision of public goods and services to society [68].

– In the diagnosis made by the “White Paper on AI—An European approach towards
excellence and trust,” published 19 February 2020, on the use of AI in the public sector,
where the innovation capabilities and greater efficiency of services are also highlighted,
with express reference to hospitals, transport services, public utility in general, financial
supervisors, and other areas of public interest [7, 68].

– The Proposal for a Regulation, of the European Parliament and of the Council, from
21 April 2021, which establishes harmonised rules on Artificial Intelligence, known as
the Artificial Intelligence Act (AIA) [69], constitutes the first institutional proposal that
aims to regulateAI, openly challenging thosewho believe that the law should not regulate
emerging technology, a very common stance in Silicon Valley [70]. This proposal for
a community regulation highlights a change in the Commission’s narrative: whereas in
the White Paper one could identify the reversal of EU priorities, previously assuming
a global competition neglecting fundamental rights, the “Proposal for a Regulation”
advocates to ban AI practices which, via high-risk AI systems, may violate the European
Union values and fundamental rights enshrined in the Charter of Fundamental Rights of
the European Union, while proposing softer provisions for lower- and medium-risk AI
systems. This proposed regulation foresees the future rules regulatingAI to be supervised
and monitored by national authorities. This may be an opportunity for member states
not yet having created an entity with competences in the field of ethics in AI to create,
as proposed in [41], a “National Ethics Commission for AI” to oversee the foreseen
regulatory structures by Brussels, with a higher-up competence in the field of ethics
[68].

6.1 European Strategies

According to [29, 34] the AI Strategies of EU Member States regarding the public
sector show ethical concerns, with some expressing the intention to develop an ethical
framework to guide the implementation ofAI in the public sector, seen as a contribution to
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establishing trust between workers in public functions and citizens, ensuring the quality
and compliancewith ethical values of theAI used by the PA.At the level of legal regimes,
legal reforms are referred to with the aim of streamlining the development and use of
AI. Some countries have noted difficulties in exchanging data between public entities
and the private sector, and thus intend to create “regulatory structures” to facilitate this
exchange. A significant number of these reforms will be specific to each sector, with
emphasis on health [29].

In the European Union, in February 2022, national AI strategies had already been
published in 23 Member States, also including Norway, establishing conditions for the
development and acceptance ofAI. The public sector’s pioneering spirit is affirmed in the
2021 Review of the Coordinated Plan on Artificial Intelligence. It affirms the potential
of AI in modernising the public sector itself, with the capacity to: “(i) automate simple
and repetitive cognitive activities freeing-up labour time for more high-value activities;
(ii) increase the predictive capabilities, enhancing data-driven decision-making; and
(iii) support user-centric service personalization, increasing the effectiveness of public
service delivery” [33].

7 Obstacles in Public Administration to the Implementation of AI

7.1 Organisational Culture

At the level of public services and entities, an organisational culture is decisive in the
implementation of AI and its acceptance. In organisational dynamics, it is important
to combat the inertia inherent in a routine rigidity that inhibits change and the devel-
opment of new capabilities, but also the inertia that results from the constant change
caused by electoral cycles, in democratic regimes that may lead to successive political
changes, where concerns about re-election in the latter part of a term usually condition
the decisions of political office holders. The influences of other government departments
cannot be overlooked, as well as pressure from civil society and the media. As a result,
PA, in addition to its internal difficulties, is also part of a turbulent and volatile external
environment [36]. Inertia is considered a critical factor, due to the scarcity of resources
for pilot and/or innovative projects, but also due to the difficulty in finding AI specialists.
Inertia may also result from the rigidity of bureaucratic factors, centralised decisions,
poorly trained workers, and too from attitudes contrary to the sharing of data within
public entities and with outside departments [36].

At the PA’s internal level, facilitating factors for the implementation of AI are an
organisational culture with innovative and dynamic characteristics, favouring experi-
mentation to face the risks of these technologies. Transformational leaders will motivate
their workers to change and will seek to influence design as well as interaction with
other agencies, services, and departments [30, 71, 72].

The Technology-Organization-Environment (TOE) structure of [73], as mentioned
in [36], is indicated to explore the adoption of technology in different environments, due
to the identical importance that it gives to both organisational and technological contexts
in the implementation of technology in organisations.

The processes of diffusion and adoption of technological innovation according to
[74], operate for long periods of time, can be understood in multiple analyses, and at
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different levels of aggregation. They highlight the inseparability of human values, in
the complex interactions between technological innovation, people, scientific concepts,
aspirations, and consequences.

7.2 Contribution of Public Procurement

According to [6] the clear definition of AI ethics issues should be placed ex ante, in
the acquisition and development of AI systems by the PA, with a clear specification
in the terms of reference. The public entity may resort to preliminary market consulta-
tion, listening to potential suppliers as to the conditions they offer to guarantee ethical
requirements. Thus, in the formulation of public policies with a view to implementing
these technologies, the Government’s purchasing power can play a key role in this mat-
ter, as referred in [7] and [29] with a determination of ethical criteria in the acquisition
requirements that ensure private companies designing AI systems adequately meet pub-
lic standards. This requirement can also contribute to the dissemination of ethical AI in
the private sector.

Desouza et al. [75] propose in this context an agile acquisition process that allows
for iterative development lifecycles through the acquisition of hardware and software in
stages, ensuring that early access to knowledge of a sector focuses on problem definition,
rather than developing detailed solution specifications.

7.3 Data – What Balance Between Security, Privacy, and Innovation?

The PA, in the performance of its activities, collects a huge amount of data from citizens,
superior to most private entities [4], and data collected, for example, in the areas of
taxation, health, education, and social security are particularly sensitive.Data privacy and
security have become increasingly important, resulting in the publication of legislation
of which the EU’s General Data Protection Regulation (GDPR) is the highest exponent
[76].

Madan and Ashok [36] refer that the accessibility of data and its use by governments
for purposes other than those that were collected raise serious concerns related to privacy.
On the one hand, the use of data can lead to superior public policy and service delivery
about duty-oriented and service-oriented public values. However, at the same time, it
undermines the social public value of privacy. [77, 78] state that these data provide
information that may allow classifying citizens into clusters of micro populations. Thus,
the accessibility of data and its use by governments for purposes other than those for
which it was collected raise serious privacy concerns. There is a balance that needs to
be achieved between the protection of personal, sensitive, and confidential data and, on
the other hand, the potential of data collected by the public sector for the design and
development of AI systems aimed at the public services, which manifest aptitude for the
improvement of public services that will reflect on the citizens’ own living conditions,
thus contributing to progress.

A particularly sensitive issue is predictive policing, that is to police individual
behaviour in order to attempt to predict rule infringement by the individual. The main
ethical issues gravitating around data selection andmachine biases, such as “visualisation
and interpretation of forecasts, transparency and accountability, time and effectiveness
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as well as the problem of stigmatisation of individuals, environments and community
areas” [79].

7.3.1 Privacy and Data Collection

The concept of privacy has evolved since the dawn of the fourth industrial revolution,
in the permissions that users grant to electronic platforms and in the exposure that users
make of their lives on social networks. Even so, privacy is an aspect that inspires concern
in the implementation and use of AI in public services. Ensuring respect for citizens’
privacy is considered one of the essential aspects for winning trust in AI and for it to be
successful [6].

In the interviews carried out by [6] a specialist’s reference was made to the balance
that must be achieved between data privacy and the need to compromise in terms of
solutions that are adequate to guarantee public health and, ultimately, save human lives.
It was mentioned that in a pandemic situation, like the recent pandemic situation due
to the spread of the Covid 19 virus, several rights can be limited. The right to privacy
is almost considered evangelical, seen as if it were a greater right than the right to life
itself. Therefore, it is necessary to establish a discussion regarding the limitation of the
right to privacy in a pandemic context. The specialist cited the example of South Korea,
which had a lot of cases in the first SARS. To prevent the spread of Covid 19, it used
data such as economic transactions with credit cards, mobile phone data, and Bluetooth
communication so as to test people and quarantine them before transmitting the virus.
This decrease in privacy has occurred despite South Korea having a democratic regime.
For this interviewee, the issue of privacy was identified as the most important in the PA,
and he also referred that although research on data from people with cancer is regulated,
preventing the identification of the patient, a detailed analysis of the data allows this
identification.

8 Discrimination and Prejudice

Prejudice, discrimination and racism, or biases related to gender equality, are risks
involved in any economic or social activity. Human decision-making is not immune
to error and bias. However, the same prejudice in the field of AI and particularly in PA
can have a much greater effect [6]. Within the scope of AI, discrimination is identified
“on grounds of sex, racial or ethnic origin, religion or belief, disability, age or sexual
orientation” [7]. Berryhill et al. [80] refer that in the very conception of AI tools, the
lack of diversity is reflected in the technology industry. For example, only about 19%
of research related to AI is authored by women; on the other hand, the number of AI
publications authored by women has stagnated since the 1990s.

The models of recidivism risk introduced in the US judicial system, designed by
data-fed algorithms, demonstrate racial discrimination against African-Americans [81–
83]. Theymake it possible to assess the danger of recidivism that each convict represents,
with the conviction that this assessment is more accurate than a judge’s off the cuff guess
[84]. TheLSI–Rquestionnaire focuses on ten different topics, addressing questions about
the inmate’s birth, education, family, neighbours, and friends, classified with different
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indices depending on their importance, as mentioned by [85], in the publication “LSIR –
What is the Level of Service Inventory-Revised RiskAssessment?”, edited by LLC, Trial
Lawyers. For [82], the questionnaire does not directly identify the race, as this would be
illegal, but with the quality of the details that each prisoner provides, this illegal question
becomes almost superfluous [86].

An independent investigation carried out by ProPublica (a non-profit entity doing
investigative journalism), analysed COMPAS—Correctional Offender Management
Profiling Alternative Sanctions—concluded that defendants of African descent were
much more likely to be incorrectly assessed as having a higher risk of recidivism com-
pared to Caucasian individuals, as for the latter was found an incorrect tendency towards
low-risk flagging.1

In the interviews carried out by [6] of specialists in the world of AI, from university
professors, civil society agents, to public administration leaders, the following were
highlighted:

Ethical issues related to discrimination that AI systems are still unable to avoid, resulting
from the bias of algorithms that produce discriminatory decisions, were the main issues
identified in this context.
Neural networks were mentioned due to the lack of language concepts capable of
explaining the decisions they make.
The biases result from the actions of the humans that are at the origin of the data which
will contribute to discriminatory actions. If the methods used cannot avoid this bias, then
the mistakes of the past will be repeated and reinforced.
The need for communication of the possible biases, by those responsible for the design,
to the end adopters of the systems.

In machine learning, the under- or over-representation of data for some groups may
occur, so the careless use of data inAI training can cause or perpetuate discrimination and
inequalities that already exist in society. AI itself can contribute to sexism and gender
stereotypes through tools that enhance such behaviours, e.g., most virtual assistants
are given female names and personalities associated with sexist/stereotypical “female
reactions” and some hardier physical robots (e.g., rescue robots) were given male forms
[87].

Discrimination within the scope of AI must also be seen in terms of unequal access,
considering citizens with insufficient resources and/or knowledge to establish a tech-
nological connection with Public Administration services and bodies, as they are in
a situation of digital exclusion. Electronic administration cannot serve as a factor of
discrimination between citizens with digital capabilities and digital illiterates. The obli-
gation, in the most complicated periods of the pandemic, to hold basic, secondary and
higher education classes through theZoomandTeams platforms, facedwith the difficulty
of connecting to the internet due to the lack of necessary equipment, either by students
or by some teachers [88, 89]. In an interview conducted by [6] it was mentioned that, of

1 Interested readers can consult the work and methodology of this entity at: https://www.propub
lica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis.

https://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis.
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course, knowing how to send an email or use WhatsApp is not enough for a full-fledged
insertion in the world of technology.

Bias in AI is verified when machine learning can lead to discrimination against peo-
ple, specific groups, generally marginalised by gender, social class, sexual orientation,
race, or religion. It may originate from prejudiced attitudes in the very design of the
AI system, and/or be due to the use of non-representative, inaccurate or simply wrong
training data. These are cases of discrimination, legally defined as the unfair or unequal
treatment of an individual (or group) based on certain protected characteristics (also
known as protected attributes) such as income, education, gender, or ethnicity [24, 90].

Service providers, both public and private, must consciously address issues of preju-
dice and discrimination, ensuring that behaviours, experiences, and views that represent
the diversity of the population have been considered, cf. Committee on Standards in
Public Life [91].

9 Explainability/Transparency, Transparency and Responsibility

In terms of explainability, the opacity of the algorithms that constitute autonomous AI
systems that make decisions, but having difficulty in explaining the respective grounds,
is a major concern. Users expect to understand or else be explained the grounds for those
decisions. In the absence of these grounds, recipients are limited in any claim they wish
to present. [92] refer that at present machines are not “good storytellers”, meaning that
they cannot explain the gist and flow of their reasoning and conclusions in a language
readily understandable by human users.

According to [8], opacity can be: (i) intentional to protect intellectual property [93];
(ii) illiterate, where a system is only understandable to those with technical skills; and
(iii) intrinsic, the complexity of the system makes the understanding of its decisions
difficult for any human being.

Olsen et al. [94] conceive that the implementation of AI in PA raises some concerns
that may cloud legal measures, delaying the implementation of these systems. The first
concern is the loss of control over systems and therefore a clear link to accountability
when decisions are made. In the exercise of discretionary power, the agent assumes
responsibility for the decision. The fear is present even when the AI system is used in
conjunctionwith the human or supervised by the human, yet the deference to themachine
creates a vague sense of responsibility for the decision. The second fear is the loss of
human dignity, with the reduction of humans to mere “cogs in the machine”. Taking
away the ability to understand and communicate freely with another human being can
easily lead to alienation and loss of human dignity. Finally, the difficulty of using data
that will lead to false and discriminatory decisions was also identified.

A hybrid system was proposed by [94]: the algorithm using machine learning in PA
would be used to produce drafts of decisions that can increase efficiency in services
or organisations without reducing quality, provided that the data submitted to machine
learning presents a sufficiently high volume and learning has a point of reference in well-
founded decisions. The authors state that trainees also learn from previous decisions and
that humans differ from algorithms because these tend to be more rigorous than humans.

Actions can be filed in the courts against procedures with automated decision-
making, due to the opacity of the systems preventing the understanding of the reasons
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for the decision [8]. These systems, in particular when opacity is intrinsic, need to be
adapted to the need to justify acts in force in PA, so that their implementation in the public
sector does not result in the annulment of acts whose foundations are unintelligible.

Regan et al. [78] conceive that the opacity of AI systems in whatever PA service
challenges the traditional responsibilities of administrators, regardless of substantive
policy, or whether decisions directly involve citizens. Therefore, when considering the
use of AI systems, the manager should take into account:

The likely effects of an AI system on its oversight, as well as on unintelligible material
in its decision making.
Determine the regime of responsibility resulting from the decisions of such systems.
Determine acceptance levels of AI autonomy and the extent to which they should be
changed.

Transparency and explainability in AI-based decisions can elicit greater trust from
both PA officials and citizens. However, the downside of increased transparency is the
ability to manipulate the system for private reasons [4, 95].

The implementation of AI and respective ethical guidelines is a multidisciplinary
process requiring contributions, among others, from technology, ethics, statistics, law,
social sciences, legislators, journalists, including politicians and the population at large
[43, 80]. Depending on the respective application, contributions from sociologists, psy-
chologists, doctors, or others with experience in the respective areawill also be necessary
[96].

10 Conclusions

Public Administration (PA) services and entities as advanced technology users, and
namely AI, represent a particularly important position in the market, given the number
of areas that comprise it and the organisations that gravitate in its sphere, thus being
considered as the main promoter and buyer of technological systems. The PA is also
assigned the role of regulator, responsible for protecting users in terms of security, but
also for defining the basic conditions, in particular for the growing preoccupations with
ethical use of AI systems by private entities and citizens.

The public interest that characterises the public administrative function, as the main
differentiating factor from private activity, must justify the search for technological
solutions that contribute to improving the human development index (HDI), allowing
for longer, healthier, and more creative lives, in line with the human-centricity aims of
Industry 5.0 and Society 5.0.

Technology, namely AI, is producing changes in technical areas, in communication,
and in decision-making. Public services have been endowed with greater effectiveness,
efficiency, and transparency.

However, the implementation of AI in PA as a user has received less attention from
political power, compared to the regulatory role of AI in terms of security and the
conditions for the implementation of AI ethics.

Somemodels for evaluating the risk of fraud in the attribution of social benefits, such
as the subsidy for day-care centres in the Netherlands, or the unemployment fund in the



Ethics and Development of Advanced Technology Systems in Public Administration 241

State of Michigan, in the United States, were poorly implemented, with flaws in the
assessments carried out, and in the inability to present adequate grounds in identifying
fraud risks.

The interest in ethics in PA has been increasing with the application of New Public
Management principles such as efficiency, results, and economy, which are however
sparse in ethical content and conducive to pressures on the service. The importance of
ethics is revealed by the vision and perception of the PA’s reason for existing and how
its actions should be enacted in terms of diligent demand and adaptation to change.

It is in a context that considers ethics in public entities in a more general context
that the ethical issues of AI can be framed with greater accuracy, albeit their specificity
may be envisaged from an autonomous perspective. The AI ethical tools that already
exist in the PA, or that come to be conceived in it, will facilitate the dissemination and
application of this new area of ethics.

The ethics of the machine is faced ex ante with the difficulty arising from the non-
existence of a universally accepted ethics, therefore it being necessary to define which
human attitudes collide with ethical principles, and how to resolve our own contradic-
tions. The ethics of AI has also been designed to fill in an absence of legal rules, aiming
to anticipate responses from the legislator, but also contributing to the interpretation of
legal rules, the integration of loopholes in the law, plus the increased efficiency provided
by voluntary adherence bindings. Some AI systems have been designed respecting prin-
ciples of ethical currents such as utilitarianism, contractualism, deontology, or virtue
ethics. The new imperative defended in [67]: “Act in such a way that the effects of your
action are compatible with the permanence of an authentically human life on Earth,”
addresses public policies, contrary to Kant’s categorical imperative directed only to the
individual, yet still forgotten by this new branch of ethics can positively contribute to
the realisation of a more universal machine ethics.
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